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Overview 

• Quickly review clustering 

– Emphasizing cluster quality assessment 

• Introduce plate notation 

• Introduce text clustering algorithms 

• Focus on LDA 

• Useful reading: MC Burton’s intro to topic 
modeling 

– http://mcburton.net/blog/joy-of-tm/ 



K means clustering 
• Exclusive clustering approach  

• Each cluster is associated with a centroid (center point)  

• Each point is assigned to the cluster with the closest 
centroid 

• Number of clusters, K, must be specified 

• The basic algorithm is very simple 



DBSCAN algorithm 

• Eliminate noise points 

• Perform clustering on the remaining points 



Good result 
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Bad result 
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Quantifying clustering quality 

• Cluster Cohesion: Measures how closely related 
are objects in a cluster 
– Example: SSE 

• Cluster Separation: Measures how distinct or 
well-separated a cluster is from other clusters 

• Example: Squared Error 
– Cohesion is measured by the within cluster sum of squares (SSE) 

 

 

– Separation is measured by the between cluster sum of squares 

 

 

– Where |Ci| is the size of cluster i  
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Quantifying clustering quality 



What does the model tell you? 

With some probability, pick a 
Gaussian 

With some probability, pick a 
point from the Gaussian 
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Shift to plate notation 

[0.12, 0.08,…, 0.4]|K| 

T1 T2 TK 

x1 xN x1 xN x1 xN 



Coin toss example 

• Say you toss a coin N 
times 

• You want to figure out its 
bias 

• Bayesian approach 

– Find the generative model 

– Each toss ~ Bern(θ) 

– θ ~ Beta(α,β) 

• Draw the generative 
model in plate notation 



Plate notation 

• Random variables as circles 

• Parameters, fixed values as squares 

• Repetitions of conditional probability 
structures as rectangular ‘plates’ 

• Switch conditioning as squiggles 

• Random variables observed in practice are 
shaded 



Conjugacy 

• Algebraic convenience in Bayesian updating 

• Posterior  Prior x Likelihood 

• We want the distributions to be parametric, 
the parameter is what is learned 

– we want the posterior to have the same 
parametric form as the prior 

– Conjugate prior = f(.) such that f(θ)g(x|θ) ~ f(θnew) 



Useful conjugate priors 

This one is important for 
us 



Remember the query-Likelihood 
model? 

• Rank documents by the probability that the query 
could be generated by the document model (i.e. 
same topic) 

• Given query, start with P(D|Q) 
• Using Bayes’ Rule  

 
• Assuming prior is uniform, unigram model 

 
• Alternative formulation: multinomial unigram 

model 

𝑃 𝑄 𝐷 =  𝑃(𝑞𝑖|𝐷)
𝑡𝑓(𝑞𝑖,𝑞)
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Multinomial unigram model 

• Each word assumed generated from a single 
multinomial distribution 

• In plate notation 
 
 
 
 
 
 
 

• Probabilistic alternative to tf.idf 
 

w 

N 
|d| 

𝑝 𝒘 =   𝑝(𝑤𝑖)

𝑛

𝑖=1

 



Going beyond tf.idf in text processing 
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Mixture of unigrams 

• Document label generated from a topic 

• Words generated from topic-specific word 
distributions 

• Strong assumption: one document generated 
from one topic only 
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Probabilistic latent semantic analysis 

• Assume topics are drawn from documents 

• Assume words are drawn from topics 
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Problem of PLSI 

• Mixture weights are considered as document specific, 
thus no natural way to assign probability to a 
previously unseen document. 

• Number of parameters to be estimated grows 
linearly with size of training set 

– overfits data 

– multiple local maxima. 

• Not a fully generative model of documents.   

 



Latent Dirichlet allocation 

• LDA is a generative probabilistic model of a 
corpus.  

– Documents are considered random mixtures over 
latent topics 

– Topic are characterized by a distribution over 
words. 



LDA in plate notation 
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LDA in plate notation 
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LDA in plate notation 

w 

N 

|d| 

t θ α 



LDA in plate notation 
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LDA in plate notation 
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LDA in plate notation 
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